Copulas with continuous, strictly increasing singular conditional distribution functions
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Abstract

Using Iterated Function Systems induced by so-called modifiable transformation matrices $T$ and tools from Symbolic Dynamical Systems we first construct mutually singular copulas $A_T$ with identical (possibly fractal or full) support that are at the same time singular with respect to the Lebesgue measure $\lambda_2$ on $[0, 1]^2$. Afterwards the established results are utilized for a simple proof of the existence of singular copulas $A_T$ with full support for which all conditional distribution functions $y \mapsto F_{A_T}^x(y)$ are continuous, strictly increasing and have derivative zero $\lambda$-almost everywhere. This result underlines the fact that conditional distribution functions of copulas may exhibit surprisingly irregular analytic behavior. Finally, we extend the notion of empirical copula to the case of non i.i.d. data and prove uniform convergence of the empirical copula $E_n'$ corresponding to almost all orbits of a Markov process usually referred to as chaos game to the singular copula $A_T$. Several examples and graphics illustrate both the chosen approach and the main results. XXX
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1. Introduction

The construction of copulas with fractal support via Iterated Function Systems (IFSs) induced by so-called transformation matrices goes back to Fredricks et al. in [17]. Among other things the authors proved the existence of families \((A_r)_{r \in (0,1/2)}\) of two-dimensional copulas fulfilling that for every \(s \in (1,2)\) there exists \(r_s \in (0,1/2)\) such that the Hausdorff dimension of the support \(Z_{r_s}\) of \(A_{r_s}\) is \(s\). Using the fact that the same IFS-construction also converges with respect to the strong metric \(D_1\) (a metrization of the strong operator topology of the corresponding Markov operators, see [30]) on the space \(C\) of two-dimensional copulas Trutschnig and Fernández-Sánchez [31] showed that the same result holds for the subclass of idempotent copulas. Thereby idempotent means idempotent with respect to the star-product introduced by Darsow et al. in [9], i.e. \(A \in C\) is idempotent if \(A \ast A = A\). Families \((A_r)_{r \in (0,1/2)}\) of copulas with fractal support were also studied by de Amo et al. in [1] and in [2]. In the latter paper, using techniques from Probability and Ergodic Theory, the authors discussed properties of subsets of the corresponding fractal supports and constructed mutually singular copulas having the same fractal set as support. Moments of these copulas were calculated in [4]; some surprising properties of homeomorphisms between fractal supports of copulas were studied in [5].

In the current paper we first generalize some results concerning the construction of mutually singular copulas with identical (fractal or full) support by a different method of proof than the one chosen in [2]. In particular we show that for each so-called modifiable transformation matrix \(T\) with corresponding invariant copula \(A_T^*\) and attractor \(Z_T^*\) we can find (uncountable many) copulas \(B\) having the same support \(Z_T^*\) but being singular w.r.t. \(A_T^*\). Afterwards in Section 4 we focus on transformation matrices \(T\) having non-zero entries (hence being modifiable) and the corresponding singular copulas \(A_T^*\) with full support \([0,1]^2\) and study singularity properties of their conditional distribution functions \(y \mapsto F_{A_T^*}(y) = K_{A_T^*}(x,[0,y])\) of \(A_T^*\). Using the one-to-one correspondence between copulas and Markov kernels having the Lebesgue measure \(\lambda\) on \([0,1]\) as fixed point and the fact that the IFS construction can easily be expressed as operation on the corresponding Markov kernels we prove that (\(\lambda\)-almost) all conditional distribution functions \(y \mapsto F_{A_T^*}(y) = K_{A_T^*}(x,[0,y])\) of \(A_T^*\) are continuous, strictly increasing, and have derivative zero \(\lambda\)-almost everywhere. In other words, we prove the existence of copulas \(A_T^*\) for which all conditional distribution functions are
continuous, strictly increasing and singular in the sense of [16, 26] as well as
[19] (pp. 278-282). Note that this complements some results in [12] and [13]
since the singular copulas with full support considered therein have discrete
conditional distributions. For a general study of the interrelation between
2-increasingness and differential properties of copulas we refer to [18].
Finally, in Section 5 we first extend the notion of empirical copulas to non
i.i.d. data and then consider sequences of empirical copulas \((\hat{E}_n(k))_{n\in\mathbb{N}}\)
induced by orbits \((Y_n(k))_{n\in\mathbb{N}}\) of the so-called chaos game (a Markov process
induced by transformation matrices \(T\), see [15, 24]). We prove that, with
probability one, \((\hat{E}_n(k))_{n\in\mathbb{N}}\) converges uniformly to the copula \(A^*_T\). Several
examples and graphics illustrate the main results.

2. Notation and preliminaries

For every metric space \((\Omega, \rho)\) the family of all non-empty compact sets is
denoted by \(\mathcal{K}(\Omega)\), the Borel \(\sigma\)-field by \(\mathcal{B}(\Omega)\) and the family of all probability
measures on \(\mathcal{B}(\Omega)\) by \(\mathcal{P}(\Omega)\). We will call two probability measures \(\mu_1, \mu_2\) on
\(\mathcal{B}(\Omega)\) singular with respect to each other (and will write \(\mu_1 \perp \mu_2\)) if there
exist disjoint Borel sets \(E, F \in \mathcal{B}(\Omega)\) with \(\mu_1(E) = 1 = \mu_2(F)\). \(\lambda\) and
\(\mu_2\) will denote the Lebesgue measure on \(\mathcal{B}([0, 1])\) and \(\mathcal{B}([0, 1]^2)\) respectively.
For every set \(E\) the cardinality of \(E\) will be denoted by \(#E\). \(\mathcal{C}\) will denote
the family of all two-dimensional copulas, see [11, 25, 29], \(\Pi\) will denote
the product copula. \(d_\infty\) will denote the uniform distance on \(\mathcal{C}\); it is well
known that \((\mathcal{C}, d_\infty)\) is a compact metric space. For every \(A \in \mathcal{C}\) \(\mu_A\) will
denote the corresponding doubly stochastic measure defined by \(\mu_A([0, x] \times
[0, y]) := A(x, y)\) for all \(x, y \in [0, 1]\), \(\mathcal{P}_C\) the class of all these doubly stochastic
measures. A Markov kernel from \(\mathbb{R}\) to \(\mathcal{B}(\mathbb{R})\) is a mapping \(K : \mathbb{R} \times \mathcal{B}(\mathbb{R}) \to
[0, 1]\) such that \(x \mapsto K(x, B)\) is measurable for every fixed \(B \in \mathcal{B}(\mathbb{R})\) and
\(B \mapsto K(x, B)\) is a probability measure for every fixed \(x \in \mathbb{R}\). Suppose
that \(X, Y\) are real-valued random variables on a probability space \((\Omega, \mathcal{A}, \mathcal{P})\),
then a Markov kernel \(K : \mathbb{R} \times \mathcal{B}(\mathbb{R}) \to [0, 1]\) is called a regular conditional
distribution of \(Y\) given \(X\) if for every \(B \in \mathcal{B}(\mathbb{R})\)
\[
K(X(\omega), B) = \mathbb{E}(1_B \circ Y|X)(\omega)
\]
holds \(\mathcal{P}\)-a.e. It is well known that for each pair \((X, Y)\) of real-valued random
variables a regular conditional distribution \(K(\cdot, \cdot)\) of \(Y\) given \(X\) exists, that
\(K(\cdot, \cdot)\) is unique \(\mathcal{P}^X\)-a.s. (i.e. unique for \(\mathcal{P}^X\)-almost all \(x \in \mathbb{R}\) and that
$K(\cdot, \cdot)$ only depends on $\mathcal{P}^{X \otimes Y}$. Hence, given $A \in \mathcal{C}$ we will denote (a version of) the regular conditional distribution of $Y$ given $X$ by $K_A(\cdot, \cdot)$ and refer to $K_A(\cdot, \cdot)$ simply as "regular conditional distribution of $A$" or as "Markov kernel of $A$." Note that for every $A \in \mathcal{C}$, its conditional regular distribution $K_A(\cdot, \cdot)$, and every Borel set $G \in \mathcal{B}([0,1]^2)$ we have $(G_x := \{y \in [0,1] : (x, y) \in G\}$ denoting the $x$-section of $G$ for every $x \in [0,1])$

$$\int_{[0,1]} K_A(x, G_x) \, d\lambda(x) = \mu_A(G), \quad (2)$$

so in particular

$$\int_{[0,1]} K_A(x, F) \, d\lambda(x) = \lambda(F) \quad (3)$$

for every $F \in \mathcal{B}([0,1])$. On the other hand, every Markov kernel $K : [0,1] \times \mathcal{B}([0,1]) \rightarrow [0,1]$ fulfilling (3) induces a unique element $\mu \in \mathcal{P}_c([0,1]^2)$ via (2). For every $A \in \mathcal{C}$ and $x \in [0,1]$ the function $y \mapsto F^A_x(y) := K_A(x, [0,y])$ will be called "conditional distribution function of $A$ at $x$." For more details and properties of conditional expectation, regular conditional distributions, and disintegration see [21, 22].

Expressing copulas in terms of their corresponding regular conditional distributions a metric $D_1$ on $\mathcal{C}$ can be defined as follows:

$$D_1(A, B) := \int_{[0,1]} \int_{[0,1]} |K_A(x, [0,y]) - K_B(x, [0,y])| \, d\lambda(x) \, d\lambda(y) \quad (4)$$

It can be shown that $(\mathcal{C}, D_1)$ is a complete and separable metric space and that the topology induced by $D_1$ is strictly finer than the one induced by $d_\infty$ (for an interpretation and various properties of $D_1$ see [30]).

Before sketching the construction of copulas with fractal support via so-called transformation matrices we recall the definition of an Iterated Function System (IFS for short) and some main results about IFSs (for more details see [6, 14, 24]). Suppose for the following that $(\Omega, \rho)$ is a compact metric space and let $\delta_H$ denote the Hausdorff metric on $\mathcal{K}(\Omega)$. A mapping $w : \Omega \rightarrow \Omega$ is called a "contraction" if there exists a constant $L < 1$ such that $\rho(w(x), w(y)) \leq L \rho(x, y)$ holds for all $x, y \in \Omega$. A family $(w_l)_{l=1}^N$ of $N \geq 2$ contractions on $\Omega$ is called "Iterated Function System" and will be denoted by $\{\Omega, (w_l)_{l=1}^N\}$. An IFS together with a vector $(p_l)_{l=1}^N \in (0,1]^N$ fulfilling $\sum_{l=1}^N p_l = 1$ is called "Iterated Function System with probabilities" (IFSP for
short). We will denote IFSPs by \( \{ \Omega, (w_i)_{l=1}^N, (p_l)_{l=1}^N \} \). Every IFSP induces the so-called {	extit{Hutchinson operator}} \( \mathcal{H} : \mathcal{K}(\Omega) \to \mathcal{K}(\Omega) \), defined by

\[
\mathcal{H}(Z) := \bigcup_{l=1}^N w_l(Z).
\]  

(5)

It can be shown (see [6, 24]) that \( \mathcal{H} \) is a contraction on the compact metric space \( (\mathcal{K}(\Omega), \delta_H) \), so Banach’s Fixed Point theorem implies the existence of a unique, globally attractive fixed point \( Z^* \in \mathcal{K}(\Omega) \) of \( \mathcal{H} \). Hence, for every \( R \in \mathcal{K}(\Omega) \), we have

\[
\lim_{n \to \infty} \delta_H(\mathcal{H}^n(R), Z^*) = 0.
\]

The attractor \( Z^* \) will be called {	extit{self-similar}} if all contractions in the IFS are similarities. An IFS \( \{ \Omega, (w_i)_{l=1}^N \} \) is called {	extit{totally disconnected}} (or disjoint) if the sets \( w_1(Z^*), w_2(Z^*), \ldots, w_N(Z^*) \) are pairwise disjoint. \( \{ \Omega, (w_i)_{l=1}^N \} \) will be called {	extit{just touching}} if it is not totally disconnected but there exists a non-empty open set \( U \subseteq \Omega \) such that \( w_1(U), w_2(U), \ldots, w_N(U) \) are pairwise disjoint. Additionally to the operator \( \mathcal{H} \) every IFSP also induces a (Markov) operator \( \mathcal{V} : \mathcal{P}(\Omega) \to \mathcal{P}(\Omega) \), defined by

\[
\mathcal{V}(\mu) := \sum_{i=1}^N p_i \mu^{w_i}.
\]

(6)

The so-called {	extit{Hutchinson metric}} \( h \) (sometimes also called Kantorovich or Wasserstein metric) on \( \mathcal{P}(\Omega) \) is defined by

\[
h(\mu, \nu) := \sup \left\{ \int_\Omega f \, d\mu - \int_\Omega f \, d\nu : f \in \text{Lip}_1(\Omega, \mathbb{R}) \right\}.
\]

(7)

Hereby \( \text{Lip}_1(\Omega, \mathbb{R}) \) is the class of all non-expanding functions \( f : \Omega \to \mathbb{R} \), i.e. functions fulfilling \( |f(x) - f(y)| \leq \rho(x, y) \) for all \( x, y \in \Omega \). It is not difficult to show that \( \mathcal{V} \) is a contraction on \( (\mathcal{P}(\Omega), h) \), that \( h \) is a metrization of the topology of weak convergence on \( \mathcal{P}(\Omega) \) and that \( (\mathcal{P}(\Omega), h) \) is a compact metric space (see [6, 10]). Consequently, again by Banach’s Fixed Point theorem, it follows that there is a unique, globally attractive fixed point \( \mu^* \in \mathcal{P}(\Omega) \) of \( \mathcal{V} \), i.e. for every \( \nu \in \mathcal{P}(\Omega) \) we have

\[
\lim_{n \to \infty} h(\mathcal{V}^n(\nu), \mu^*) = 0.
\]
\( \mu^* \) will be called invariant measure - it is well known that the support of \( \mu^* \) is exactly the attractor \( Z^* \). The measure \( \mu^* \) will be called self-similar if \( Z^* \) is self-similar, i.e. if all contractions in the IFSP are similarities.

Attractors of IFSs are strongly interrelated with symbolic dynamics via the so-called address map (see [6, 24]): For every \( N \in \mathbb{N} \) the code space of \( N \) symbols will be denoted by \( \Sigma_N \), i.e.

\[
\Sigma_N := \{1, 2, \ldots, N\}^N = \{(k_i)_{i \in \mathbb{N}} : 1 \leq k_i \leq N \ \forall i \in \mathbb{N}\}.
\]

Bold symbols will denote elements of \( \Sigma_N \). \( \sigma \) will denote the (left-) shift operator on \( \Sigma_N \), i.e. \( \sigma((k_1, k_2, \ldots)) = (k_2, k_3, \ldots) \). Define a metric \( \rho \) on \( \Sigma_N \) by setting

\[
\rho(k, 1) := \begin{cases} 0 & \text{if } k = 1 \\ 2^{1-\min\{i : k_i \neq 1\}} & \text{if } k \neq 1,
\end{cases}
\]

then it is straightforward to verify that \((\Sigma_N, \rho)\) is a compact ultrametric space and that \( \rho \) is a metrization of the product topology. Suppose now that \( \{\Omega, (w_l)^N_{l=1}\} \) is an IFS with attractor \( Z^* \), fix an arbitrary \( x \in \Omega \) and define the address map \( G : \Sigma_N \to \Omega \) by

\[
G(k) := \lim_{m \to \infty} w_{k_1} \circ w_{k_2} \circ \cdots \circ w_{k_m}(x), \quad (8)
\]

then (see [24]) \( G(k) \) is independent of \( x \), \( G : \Sigma_N \to \Omega \) is Lipschitz continuous and \( G(\Sigma_N) = Z^* \). Furthermore \( G \) is injective (and hence a homeomorphism) if and only if the IFS is totally disconnected. Given \( z \in Z^* \) every element of the preimage \( G^{-1}\{z\} \) will be called address of \( z \). Considering an IFSP \( \{\Omega, (w_l)^N_{l=1}, (p_l)^N_{l=1}\} \) with attractor \( Z^* \) and invariant measure \( \mu^* \) we can define a probability measure \( P \) on \( \mathcal{B}(\Sigma_N) \) by setting

\[
P\big(\{k \in \Sigma_N : k_1 = i_1, k_2 = i_2, \ldots, k_m = i_m\}\big) = \prod_{j=1}^m p_{ij}, \quad (9)
\]

and extending in the standard way to full \( \mathcal{B}(\Sigma_N) \). According to [24] \( \mu^* \) is the push-forward of \( P \) via the address map, i.e. \( P^G(B) := P(G^{-1}(B)) = \mu^*(B) \) holds for each \( B \in \mathcal{B}(Z^*) \).

Throughout the rest of the paper we will consider IFSP induced by so-called transformation matrices - for the original definition see [17], for the generalization to the multivariate setting we refer to [31].
Definition 1 ([17]). A \(n \times m\)-matrix \(T = (t_{ij})_{i=1 \ldots n, j=1 \ldots m}\) is called transformation matrix if it fulfills the following four conditions: (i) \(\max(n, m) \geq 2\), (ii) all entries are non-negative, (iii) \(\sum_{i,j} t_{ij} = 1\), and (iv) no row or column has all entries 0. \(T\) will denote the family of all transformations matrices.

Given \(T \in T\) we define the vectors \((a_j)_{j=0}^m, (b_i)_{i=0}^n\) of cumulative column and row sums by

\[
a_j = \sum_{j_0 \leq j} \sum_{i=1}^n t_{ij_0} \quad j \in \{1, \ldots, m\}
\]

\[
b_i = \sum_{i_0 \leq i} \sum_{j=1}^m t_{i_0 j} \quad i \in \{1, \ldots, n\}.
\]

Since \(T\) is a transformation matrix both \((a_j)_{j=0}^m, (b_i)_{i=0}^n\) are strictly increasing and \(R_{ji} := [a_{j-1}, a_j] \times [b_{i-1}, b_i]\) is a non-empty compact rectangle for all \(j \in \{1, \ldots, m\}\) and \(i \in \{1, \ldots, n\}\). Set \(\tilde{I} := \{(i, j) : t_{ij} > 0\}\) and consider the IFSP \(\{[0, 1]^2; (f_{ji})_{(i, j) \in \tilde{I}}; (t_{ij})_{(i, j) \in \tilde{I}}\}\), whereby the affine contraction \(f_{ji} : [0, 1]^2 \to R_{ji}\) is given by

\[
f_{ji}(x, y) = (a_{j-1} + x(a_j - a_{j-1}), b_{i-1} + y(b_i - b_{i-1})).
\] (10)

\(Z_T^{\star} \in K([0, 1]^2)\) will denote the attractor of the IFSP. The induced operator \(\mathcal{V}_T\) on \(\mathcal{P}([0, 1]^2)\) is defined by

\[
\mathcal{V}_T(\mu) := \sum_{j=1}^m \sum_{i=1}^n t_{ij} \mu^{f_{ji}} = \sum_{(i, j) \in \tilde{I}} t_{ij} \mu^{f_{ji}}.
\] (11)

It is straightforward to see that \(\mathcal{V}_T\) maps \(\mathcal{P}_C\) into itself so we may view \(\mathcal{V}_T\) also as operator on \(C\) (see [17]). According to the before-mentioned facts there is exactly one copula \(A_T^{\star} \in C\), to which we will refer to as invariant copula, such that \(\mathcal{V}_T(\mu_{A_T^{\star}}) = \mu_{A_T^{\star}}\) holds. In the sequel we will also write \(\mu_T^{\star}\) instead of \(\mu_{A_T^{\star}}\). Considering that \(\mathcal{V}_T\) is a contraction on the complete metric space \((C, D_1)\) (see [30]) it follows that

\[
\lim_{n \to \infty} D_1(\mathcal{V}_T^n B, A_T^{\star}) = 0
\]

for every copula \(B \in C\), i.e. the IFSP construction also converges to \(A_T^{\star}\) w.r.t. \(D_1\) for every starting copula \(B\). If \(T\) contains at least one zero then

\(\lambda_2(Z_T^{\star}) = 0\) so \(\mu_T^{\star} \perp \lambda_2\). It has already been mentioned in [2, 8] that \(T\) containing at least one zero is a sufficient but not necessary condition for

\(\mu_T^{\star} \perp \lambda_2\).
3. Mutually singular copulas with identical (fractal) support

In this section we extend some ideas from [2] to the setting of arbitrary transformation matrices $T \in \mathcal{T}$ not necessarily inducing IFSPs that only contain similarities. Doing so we do not follow the approach in [2] but directly prove and utilize the fact that the dynamical systems $(\Sigma_N, \mathcal{B}^N, P, \sigma)$ and $(Z^*_T, \mathcal{B}(Z^*_T), \mu^*_T, \Phi_T)$ are isomorphic ($\Phi_T$ to be defined subsequently in equation (13)) for every $T \in \mathcal{T}$.

Fix $T \in \mathcal{T}$, consider the IFSP $\{(0, 1]^2, (f_{ij})_{(i,j) \in \mathcal{I}}, (t_{ij})_{(i,j) \in \mathcal{I}}\}$ induced by $T$, and let $Z^*_T \in \mathcal{K}([0, 1]^2)$ denote the corresponding attractor. To simplify notation sort the functions $(f_{ij})_{(i,j) \in \mathcal{I}}$ lexicographically and rename them as $w_1, \ldots, w_N$ with $N := \# \mathcal{I}$; analogously rename the rectangles $R_{ij}$ by $Q_1, \ldots, Q_N$ and the probabilities $t_{ij}$ by $p_1, \ldots, p_N$. Using the fact that the IFSP $\{(0, 1]^2, (w_i)^N_{i=1}, (p_i)^N_{i=1}\}$ is either totally disconnected or just touching we can show that $\#G^{-1}((x, y)) = 1$ for $\mu_A$-almost every $(x, y) \in Z^*_T$ and arbitrary $A \in \mathcal{C}$. In fact, setting

$$D_m = \bigcup_{i,j \in \Sigma_N: (i_1, \ldots, i_m) \neq (j_1, \ldots, j_m)} \left( w_{i_1} \circ \ldots \circ w_{i_m}(Z^*_T) \right) \cap \left( w_{j_1} \circ \ldots \circ w_{j_m}(Z^*_T) \right)$$

(12)

for every $m \in \mathbb{N}$ as well as $D := \bigcup_{m=1}^\infty D_m$ the following result holds:

**Lemma 2.** Suppose that $T \in \mathcal{T}$. Then $(x, y) \in Z^*_T$ has only one address if and only if $(x, y) \in D^c$. Furthermore for every $A \in \mathcal{C}$ we have $\mu_A(D^c) = 1$.

**Proof:** If $(x, y) \in w_{i_1} \circ \ldots \circ w_{i_m}(Z^*_T) \cap w_{j_1} \circ \ldots \circ w_{j_m}(Z^*_T)$ for some $m \in \mathbb{N}$ and $(i_1, \ldots, i_m) \neq (j_1, \ldots, j_m)$ then there are $k, l \in \Sigma_N$ with $(x, y) = w_{i_1} \circ \ldots \circ w_{i_m}(G(k)) = w_{j_1} \circ \ldots \circ w_{j_m}(G(l))$. Hence $(x, y)$ has at least the two addresses $(i_1, \ldots, i_m, k_1, k_2, \ldots), (j_1, \ldots, j_m, l_1, l_2, \ldots) \in \Sigma_N$. Suppose now that $G(k) = G(l) = (x, y)$ for $k \neq l$ and let $m$ denote the smallest $i \in \mathbb{N}$ with $k_i \neq l_i$. Then it follows immediately that $(x, y) \in w_{k_1} \circ \ldots \circ w_{k_m}(Z^*_T) \cap w_{l_1} \circ \ldots \circ w_{l_m}(Z^*_T) \subseteq D_m$ completing the proof that $D$ is exactly the set of all points with at least two addresses. To prove the second assertion note that for every copula $A \in \mathcal{C}$ we even have $\mu_A\left( w_{i_1} \circ \ldots \circ w_{i_m}([0, 1]^2) \cap w_{j_1} \circ \ldots \circ w_{j_m}([0, 1]^2) \right) = 0$ whenever $(i_1, \ldots, i_m) \neq (j_1, \ldots, j_m)$ since $\mu_A(\{x\} \times [0, 1]) = \mu_A([0, 1] \times \{y\}) = 0$ for all $x, y \in [0, 1]$. This implies $\mu_A(D_m) = 0$ from which $\mu_A(D) = 0$ follows immediately. $\blacksquare$
Define a measurable function $\Phi_T : Z^*_T \rightarrow Z^*_T$ by

$$\Phi_T(x, y) = \sum_{i=1}^{N} w_i^{-1}(x, y) 1_{Z^*_T \cap (Q_i \cup \bigcup_{j=1}^{i-1} Q_j)}(x, y). \tag{13}$$

and, as before, let $\mu_T^* \in \mathcal{P}_C$ denote the invariant measure of the IFSP. The following result holds ($P_T$ as in equation (9)):

**Theorem 3.** For every $T \in \mathcal{T}$ the dynamical systems $(\Sigma_N, \mathcal{B}(\Sigma_N), P_T, \sigma)$ and $(Z^*_T, \mathcal{B}(Z^*_T), \mu^*_T, \Phi_T)$ are isomorphic.

**Proof:** We prove the result in three steps.

(S1) Suppose that $k \in \Sigma_N$ and that there exists $l \neq \sigma(k)$ with $G(l) = G(k)$. Applying $w_{k_1}$ to both sides yields $G((k_1, l_1, l_2, \ldots)) = G(k) = (x, y)$, so $(x, y)$ has at least two different addresses. Having this, $(G_{1}(D^c))$ follows immediately. Furthermore for every $(x, y) \in D^c$ with address $k \in G^{-1}(D^c)$ we obviously have

$$\Phi_T \circ G(k) = G \circ \sigma(k). \tag{14}$$

Hence, using $\sigma(G^{-1}(D^c)) \subseteq G^{-1}(D^c)$, $\Phi_T(x, y) = \Phi_T \circ G(k) \in D^c$ follows, which shows $\Phi_T(T^c) \subseteq D^c$.

(S2) Obviously the shift-operator $\sigma$ is $P_T$-preserving, i.e. we have $P_T^\sigma = P_T$. Showing that $\Phi_T$ preserves $\mu_T^*$ can be done as follows: For every Borel set $B \in \mathcal{B}([0,1]^2)$ and every $j \in \{1, \ldots, N\}$ considering that $\mu_T^*$ is $\mathcal{V}_T$-invariant and that $\mu_T^*(D^c) = 0$ implies (measurability of $w_j(B)$ follows from the fact that $w_j$ is an affine bijection by construction)

$$\mu_T^*(w_j(B)) = \sum_{i=1}^{N} p_i \mu_T^*(w_i^{-1}(w_j(B))) = p_j \mu_T^*(B).$$

Hence, for every $B \in \mathcal{B}(Z^*_T)$ we get

$$\mu_T^*(\Phi_T^{-1}(B)) = \mu_T^*(D^c \cap \Phi_T^{-1}(B)) = \sum_{i=1}^{N} \mu_T^*(D^c \cap \Phi_T^{-1}(B) \cap w_i(Z^*_T))$$

$$= \sum_{i=1}^{N} \mu_T^*(D^c \cap w_i(B)) = \sum_{i=1}^{N} \mu_T^*(w_i(B)) = \sum_{i=1}^{N} p_i \mu_T^*(B)$$

$$= \mu_T^*(B),$$
implying that $\Phi_T$ is $\mu_T^*$-preserving.

(S3) As last step we show that the inverse $G^{-1} : D^c \rightarrow G^{-1}(D^c)$ of the bijection $G : G^{-1}(D^c) \rightarrow D^c$ is measurable (w.r.t. the $\sigma$-fields $B(Z_T^*) \cap D^c$ and $B(\Sigma_N) \cap G^{-1}(D^c)$) and measure-preserving. Suppose that $m \in \mathbb{N}$, that $l_1, \ldots, l_m \in \{1, \ldots, N\}$ and set $Y := \{k \in \Sigma_N : k_1 = l_1, \ldots, k_m = l_m\} \cap G^{-1}(D^c)$. Then we have

$$\left(G^{-1}\right)^{-1}(Y) = \{(x, y) \in D^c : G^{-1}(x, y) \in Y\} = D^c \cap w_{l_1} \circ w_{l_2} \circ \cdots \circ w_{l_m}(Z_T^*)$$

from which measurability follows since $m$ and $l_1, \ldots, l_m \in \{1, \ldots, N\}$ were arbitrary. The fact that $G^{-1} : D^c \rightarrow G^{-1}(D^c)$ is measure-preserving now follows easily from $\mu_T^G = \mu_T^*$. \qed

The subsequent diagram depicts the measure-preserving maps studied in the previous Theorem (vertical two-headed arrows symbolize invertible measure-preserving transformations outside sets of measure zero):

$$
\begin{array}{c}
(\Sigma_N, P_T) \xrightarrow{G} (\Sigma_N, P_T) \\
G \downarrow \quad \quad \quad \quad \quad \downarrow G \\
(Z_T^*, \mu_T^*) \xrightarrow{\Phi_T} (Z_T^*, \mu_T^*)
\end{array}
$$

As direct consequence of Theorem 3 we get the following corollary (see [32]).

**Corollary 4.** The dynamical system $(Z_T^*, \mathcal{B}(Z_T^*), \mu_T^*, \Phi_T)$ is strongly mixing and its entropy $h(\Phi_T)$ is given by $h(\Phi_T) = -\sum_{(i,j) \in \mathcal{T}} t_{ij} \log(t_{ij})$.

Theorem 3 offers a simple way for the construction of mutually singular copulas $A, B \in \mathcal{C}$ having the same (fractal) support whenever, loosely speaking, it is possible to modify $T \in \mathcal{T}$ without changing the induced IFS. This motivates the following definition:

**Definition 5.** A transformation matrix $T \in \mathcal{T}$ will be called **modifiable** if and only if we can find $T' \in \mathcal{T}$ with $T' \neq T$ such that $T$ and $T'$ induce the same IFS (but not the same IFSP). For every $T \in \mathcal{T}$ the family of all such $T'$ will be denoted by $\mathcal{M}_T$.

Obviously $\mathcal{M}_T$ is either empty or contains uncountably many elements. A simple sufficient (but not necessary) condition for $\mathcal{M}_T \neq \emptyset$ is the existence of $i_1 < i_2$ and $j_1 < j_2$ such that $t_{ij} > 0$ for all $(i, j) \in \{i_1, i_2\} \times \{j_1, j_2\}$.
**Example 6.** Consider the following three modifiable transformation matrices $T_1, T_2, T_3$, defined by

$$T_1 = \left( \begin{array}{ccc} 1 & 3 & 1 \\ 5 & 6 & 1 \\ 3 & 5 & 6 \end{array} \right) , \quad T_2 = \left( \begin{array}{ccc} 3 & 16 & 5 \\ 16 & 5 & 16 \\ 16 & 5 & 16 \end{array} \right) , \quad T_3 = \left( \begin{array}{ccc} 2 & 16 & 6 \\ 16 & 4 & 16 \\ 16 & 4 & 16 \end{array} \right).$$

Then obviously $T_2 \in \mathcal{M}_{T_3}$ and vice versa. Figure 1 and Figure 2 depict $\mathcal{V}_{T_1}^n(\Pi)$ and $\mathcal{V}_{T_2}^n(\Pi)$ for $n \in \{1, 2, 4, 6\}$.

![Image plots](image1.png)  
Figure 1: Image plot of the (natural) logarithm of the density of $\mathcal{V}_{T_1}^n(\Pi)$ for $n \in \{1, 2, 4, 6\}$, $T_1$ according to Example 6

**Theorem 7.** Suppose that $T$ is a modifiable transformation matrix. Then there exist uncountably many copulas with support $Z_T^*$ that are pairwise mutually singular with respect to each other.
**Proof:** Choose $T' \in \mathcal{M}_T$, let $p'_1, \ldots, p'_N > 0$ denote the corresponding probabilities and $P_{T'}$ the corresponding probability measure on $\Sigma_N$ induced by $p'_1, \ldots, p'_N$ according to equation (9). Then, using ergodicity of $\sigma$ both w.r.t. $P_T$ and with respect to $P_{T'}$ (see [32]), we have $P_T \perp P_{T'}$, so we can find $\Lambda, \Lambda' \in \mathcal{B}(\Sigma_N)$ fulfilling $\Lambda \cap \Lambda' = \emptyset$ as well as $P_T(\Lambda) = P_{T'}(\Lambda') = 1$. Since, according to Lemma 2, we have $P_T(G^{-1}(D^c)) = \mu^*_T(G^{-1}(D^c)) = P_{T'}(G^{-1}(D^c))$ this implies $P_T(G^{-1}(D^c)) = P_{T'}(G^{-1}(D^c)) = 1$. Set $\Gamma = G(\Lambda \cap G^{-1}(D^c))$ and $\Gamma' = G(\Lambda' \cap G^{-1}(D^c))$, then using Theorem 3, $\Gamma, \Gamma' \in \mathcal{B}(Z_T^*)$ and $\Gamma \cap \Gamma' = \emptyset$ follows, and we have

$$\mu^*_T(\Gamma) = P_T(G^{-1}(\Gamma)) = 1 = P_{T'}(G^{-1}(\Gamma')) = \mu^*_T(\Gamma')$$

which completes the proof. ■

![Figure 2](image.png)

Figure 2: Image plot of the (natural) logarithm of the density of $V^n_{T_2}(\Pi)$ for $n \in \{1, 2, 4, 6\}$, $T_2$ according to Example 6
Remark 8. Theorem 7 also holds if, for some $m \in \mathbb{N}$, the Kronecker product $T^m := T \ast T \ast \cdots \ast T$ of $T$ with itself fulfills $\mathcal{M}_{T^m} \neq \emptyset$.

Remark 9. If $T$ is a transformation matrix containing no zeros then obviously $T$ is modifiable. If $T$ additionally fulfills $t_{ij} \neq (a_{j+1} - a_j)(b_{i+1} - b_i)$ for at least one $(i, j)$ then $\mathcal{M}_T$ contains the transformation matrix $E$ with $e_{ij} = (a_{j+1} - a_j)(b_{i+1} - b_i)$ for which obviously $\mu^*_E = \mu^*_T$ holds. Hence for all these $T$ we have that $A^*_T$ has full support although at the same time $\mu^*_T \perp \lambda_2$, generalizing some results contained in [8] and [2].

We close this section with the following result:

Corollary 10. Suppose that $T \in \mathcal{T}$ fulfills $\mu^*_T \neq \lambda_2$. Then for $\lambda$-almost every $x \in [0, 1]$ the probability measure $K_{A^*_T}(x, \cdot)$ is singular w.r.t. $\lambda$ and the conditional distribution function $y \mapsto F^A_T(x, [0, y])$ has derivative zero $\lambda$-almost everywhere.

Proof: Using the afore-mentioned results $\mu^*_T \neq \lambda_2$ implies $\mu^*_T \perp \lambda_2$, so there exists $\Gamma \in \mathcal{B}([0, 1]^2)$ with $\mu^*_T(\Gamma) = 1$ and $\lambda_2(\Gamma) = 0$. Disintegration immediately yields $\lambda(\Gamma_x) = 0$ as well as $K_{A^*_T}(x, \Gamma_x) = 1$ for $\lambda$-almost all $x \in [0, 1]$. Having this the remaining assertion follows directly from the fact that the derivative of a singular measure w.r.t. $\lambda$ is zero almost everywhere (see [27]).

4. Singular copulas with full support whose conditional distribution functions are continuous, strictly increasing and singular

Singular copulas $A$ with full support have already been studied in the literature, see [12, 13]. In both constructions the conditional distributions $K_A(x, \cdot)$ are concentrated on countable sets, i.e. they are discrete probability measures. We will use the results of the previous section now in order to prove the existence of copulas $A$ for which all conditional distribution functions $F_A^x : y \mapsto K_A(x, [0, y])$ are continuous, strictly increasing, and fulfill $\frac{dF_A^x(y)}{dy} = 0$ for $\lambda$-almost every $y \in [0, 1]$. To simplify notation we will only consider elements of the class $\hat{T}$ of all transformation matrices $T$ (i) containing no zeros, (ii) fulfilling that the row sums and column sums through every $t_{ij}$ are identical and (iii) $\mu^*_T \neq \lambda_2$. It is straightforward to verify that $\hat{T}$ coincides with the class of all transformation matrices of the form $T = \frac{1}{m} S$, whereby
m ∈ \{2, 3, \ldots\} and S is a m-dimensional doubly stochastic matrix containing no zeros and having at least two different entries. The reason for considering \(\mathcal{T}\) is that, firstly, in this case \(\mu_T^*\) has full support and fulfills \(\mu_T^* \perp \lambda_2\) and that, secondly, \(a_i = b_i = \frac{1}{m}\) for every \(i \in \{0, \ldots, m\}\). Hence writing
\[
g_i(x) = a_{i-1} + (a_i - a_{i-1})x = \frac{i - 1}{m} + \frac{1}{m} x
\]
and setting \(h_i := g_i^{-1}\) for every \(i \in \{1, \ldots, m\}\) the contractions \((f_{ij})\) in equation (10) can be expressed as
\[
f_{ij}(x, y) = (g_i(x), g_j(y)).
\]
Obviously the corresponding IFSP \(\{[0, 1]^2, (w_i)_{i=1}^N, (p_i)_{i=1}^N\}\) with \(N = m^2\) only contains similarities, so \(\mu_T^*\) is self-similar.

Before studying the general case we have a look at the transformation matrix \(T_1 \in \mathcal{T}\) from Example 6. For every \(A \in \mathcal{C}\) the kernel \(K_{\mathcal{C}^n(A)}\) can directly be calculated from \(K_A\). In fact, extending the definition of \(K_A\) to \([0, 1] \times \mathcal{B}(\mathbb{R})\) by setting \(K_A(\cdot, E) := 0\) if \(E \cap [0, 1] = \emptyset\), and fixing \(z \in [0, 1], E \in \mathcal{B}([0, 1])\) we have
\[
\begin{bmatrix}
K_{\mathcal{C}^n(A)}(g_1(z), E) \\
K_{\mathcal{C}^n(A)}(g_2(z), E)
\end{bmatrix} = \begin{bmatrix}
\frac{2}{3} + \frac{1}{3} \lfloor \frac{i}{m} \rfloor \\
\frac{1}{3} + \frac{2}{3} \lfloor \frac{i}{m} \rfloor
\end{bmatrix} \begin{bmatrix}
K_A(z, h_1(E)) \\
K_A(z, h_2(E))
\end{bmatrix}.
\]
\[
= 2 T_1
\]
If the conditional distribution function \(y \mapsto F^A(y) := K_A(x, [0, y])\) is continuous then equation (17) implies continuity of \(F_{g_i(z)}^A\). Let \(\mathcal{F}\) denote the family of all continuous non-decreasing functions \(F\) on \([0, 1]\) fulfilling \(F(0) = 0\) and \(F(1) = 1\) and \(\rho_\infty\) the uniform distance. Then \((\mathcal{F}, \rho_\infty)\) is a complete metric space (see [19, 27]). Define two functions \(\varphi_1, \varphi_2 : \mathcal{F} \to \mathcal{F}\) by
\[
(\varphi_1 \circ F)(y) = \begin{cases}
\frac{2}{3} F(2y) & \text{if } y \in [0, \frac{1}{2}] \\
\frac{2}{3} + \frac{1}{3} F(2y - 1) & \text{if } y \in (\frac{1}{2}, 1]
\end{cases}
\]
and
\[
(\varphi_2 \circ F)(y) = \begin{cases}
\frac{1}{3} F(2y) & \text{if } y \in [0, \frac{1}{2}] \\
\frac{1}{3} + \frac{2}{3} F(2y - 1) & \text{if } y \in (\frac{1}{2}, 1]
\end{cases}
\]
then we have
\[
F_{g_i(z)}^A(y) = (\varphi_i \circ F^A)(y)
\]
for every \(y \in [0, 1]\) and \(z \in [0, 1]\). The next lemma gathers some properties of \(\varphi_1, \varphi_2 : \mathcal{F} \to \mathcal{F}\):
Lemma 11. Let \( \varphi_1, \varphi_2 \) be defined according to equation (18) and (19). Then setting
\[
\Psi(k) = \lim_{n \to \infty} \varphi_{k_1} \circ \varphi_{k_2} \circ \cdots \circ \varphi_{k_n}(F)
\]
for \( k \in \Sigma_2 \) and arbitrary \( F \in \mathcal{F} \) defines a continuous mapping \( \Psi : \Sigma_2 \to \mathcal{F} \).
Moreover the function \( \Psi(k) \in \mathcal{F} \) is strictly increasing for every \( k \in \Sigma_2 \).

Proof: The functions \( \varphi_1, \varphi_2 \) are contractions on \( (\mathcal{F}, \rho_\infty) \) with Lipschitz constant \( L = \frac{2}{3} \). Fix \( k \in \Sigma_2 \). As Cauchy sequence \( \left( \varphi_{k_1} \circ \cdots \circ \varphi_{k_n}(F) \right)_{n \in \mathbb{N}} \) has a limit \( \Psi(k, F) \in \mathcal{F} \). Using the fact that \( \varphi_1, \varphi_2 \) are contractions it follows that \( \Psi(k, F) \in \mathcal{F} \) is independent of the function \( F \), i.e. \( \Psi : \Sigma_2 \to \mathcal{F} \) is well-defined and, without loss of generality, we may choose \( F = \text{id}_{[0,1]} \).
Since continuity of \( \Psi \) directly follows from the construction it remains to show that \( \Psi(k) \) is strictly increasing for every \( k \in \Sigma_2 \). For every \( l \in \mathbb{N} \) set \( S_l := \{0, \frac{1}{2}, \frac{2}{3}, \ldots, \frac{2^l-1}{2^l}, 1\} \). Considering that the construction of \( \Psi \) implies
\[
\varphi_{k_1} \circ \varphi_{k_2} \circ \cdots \circ \varphi_{k_l}(id)(z) = \varphi_{k_1} \circ \varphi_{k_2} \circ \cdots \circ \varphi_{k_l}(id)(z)
\]
for every \( z \in S_l \). Since \( \varphi_{k_1} \circ \varphi_{k_2} \circ \cdots \circ \varphi_{k_l}(id) \) is strictly increasing on \( S_l \) for every \( l \in \mathbb{N} \) it follows that \( \Psi(k) \) is strictly increasing on \( S := \bigcup_{l=1}^{\infty} S_l \) which completes the proof.

Let \( \Lambda \) denote the set of all \( x \in [0,1] \) for which there is a unique \( k \in \Sigma_2 \) (which we will also refer to as ‘address’ of \( x \)) such that
\[
x = \lim_{n \to \infty} g_{k_1} \circ g_{k_2} \circ \cdots \circ g_{k_n}(1),
\]
then \( \Lambda \) is countable. Considering \( F^\Pi_{x}(y) = y \) for every \( x \in [0,1] \) Lemma 11 and equation (20) imply that for every \( x \in \Lambda \) we have
\[
K(x, [0,y]) := \lim_{n \to \infty} K^\Pi_{V_{n}}(x, [0,y]) = \lim_{n \to \infty} F^\Pi_{x} \circ \cdots \circ g_{k_n}(1)(y) = \Psi(k)(y).
\]
Applying Lebesgue’s theorem on dominated convergence shows
\[
A^*_{T_1}(a, y) = \lim_{n \to \infty} \int_{[0,a]} K^\Pi_{V_{n}}(x, [0,y]) \, d\lambda(x) = \int_{[0,a]} K(x, [0,y]) \, d\lambda(x)
\]
for every \( a \in [0,1] \) and \( y \in [0,1] \). Hence \( K(\cdot, \cdot) \) is (a version of) the Markov kernel \( K_{A^*_{T_1}}(\cdot, \cdot) \) of \( A^*_{T_1} \). Using Corollary 10, we have altogether
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shown that for $\lambda$-almost every $x \in [0,1]$ the conditional distribution function $y \mapsto F^x_{\lambda T_1}(y)$ is continuous and strictly increasing with derivative zero $\lambda$-almost everywhere. Since kernels are only unique $\lambda$-almost everywhere we may, without loss of generality, assume that $y \mapsto F^x_{\lambda T_1}(y)$ is continuous and strictly increasing with derivative zero $\lambda$-almost everywhere for every $x \in [0,1]$. In other words $A^*_T$ fulfills all singularity properties stated at the beginning of this section. Figure 3 depicts $F^x_{\lambda T_1}(y)$ for some values of $i$ and three different $x$, Figure 4 is an image- and 3d-plot of $(x,y) \mapsto F^x_{\lambda T_1}(y)$.

![Figure 3: $y \mapsto F^x_{\lambda T_1}(y)$ for $i \in \{1,2,\ldots,12\}$ and $x$ having address $k$ of the form $(1,1,\ldots,1,*,*)$ (green), of the form $(2,2,\ldots,2,*,*)$ (blue), and of the form $(1,2,1,2,\ldots,1,2,*,*)$ (red); the $*$-entries start at coordinate 13.](image)

**Remark 12.** Using the fact that $\varphi_1(F) \cap \varphi_2(F) = \emptyset$ together with injectivity of $\varphi_1, \varphi_2 : F \to \bar{F}$ it can be shown that the mapping $\Psi$ in Lemma 11 is injective, implying that the conditional distribution functions $(F^x_{\lambda T_1})_{x \in [0,1]}$ are pairwise different for all $x$ outside a set of $\lambda$-measure zero.

We now state and prove the general result for arbitrary elements in $\mathcal{T}$:

**Theorem 13.** Suppose that $T \in \bar{T}$ and let $A^*_T$ denote the corresponding singular copula with full support. Then for $\lambda$-almost every $x \in [0,1]$ the conditional distribution function $y \mapsto F^x_{A^*_T}(y) = K_{A^*_T}(x,[0,y])$ is continuous, strictly increasing and has derivative zero $\lambda$-almost everywhere.
**Proof:** We proceed in four main steps.

**(S1)** For every $A \in C$ extend the definition of the kernel $K_A$ to $[0, 1] \times B(\mathbb{R})$ by setting $K_A(\cdot, E) := 0$ if $E \cap [0, 1] = \emptyset$. Then for $z \in [0, 1], E \in B([0, 1])$ we have

\[
\begin{pmatrix}
K_{V^T A}(g_1(z), E) \\
K_{V^T A}(g_2(z), E) \\
\vdots \\
K_{V^T A}(g_m(z), E)
\end{pmatrix} = m \begin{pmatrix}
t_{11} & t_{21} & \ldots & t_{m1} \\
t_{12} & t_{22} & \ldots & t_{m2} \\
\vdots & \vdots & \ddots & \vdots \\
t_{1m} & t_{2m} & \ldots & t_{mm}
\end{pmatrix} \begin{pmatrix}
K_A(z, h_1(E)) \\
K_A(z, h_2(E)) \\
\vdots \\
K_A(z, h_m(E))
\end{pmatrix}. \tag{23}
\]

For $y \in (b_{i_0-1}, b_{i_0}]$ and $E = [0, y]$, we get (empty sums are zero by definition)

\[
K_{V^T A}(g_j(z), [0, y]) = m \sum_{i < i_0} t_{ij} + m t_{i_0j} K_A(z, \left[ \frac{y - b_{i_0-1}}{b_{i_0} - b_{i_0-1}} \right]). \tag{24}
\]

**(S2)** For every $j \in \{1, \ldots, m\}$ define a function $\varphi_j : \mathcal{F} \to \mathcal{F}$ by

\[
(\varphi_j \circ F)(y) = m \sum_{i < i_0} t_{ij} + m t_{i_0j} F\left( \frac{y - b_{i_0-1}}{b_{i_0} - b_{i_0-1}} \right). \tag{25}
\]
whenever \( y \in (b_{i_0-1}, b_{i_0}] \). Then each \( \varphi_j \) fulfills
\[
\rho_\infty(\varphi_j \circ F, \varphi_j \circ G) \leq (m \max_{b_{i_0}} t_{i_0}) \rho_\infty(F, G)
\]
and the function \( \Psi : \Sigma_m \to \mathcal{F} \) given by
\[
\Psi(k) = \lim_{n \to \infty} \varphi_{k_1} \circ \varphi_{k_2} \circ \cdots \circ \varphi_{k_n}(F)
\]
is well-defined, independent of the concrete choice of \( F \), and continuous.

(S3) For every \( l \in \mathbb{N} \) set \( S_l := \{0, \frac{1}{m}, \frac{2}{m}, \ldots, \frac{m^l-1}{m} \} \). The construction of \( \Psi \) implies \( \varphi_{k_1} \circ \varphi_{k_2} \circ \cdots \circ \varphi_{k_n}(id)(z) = \varphi_{k_1} \circ \varphi_{k_2} \circ \cdots \circ \varphi_{k_n}(id)(z) \) for every \( z \in S_l \) and \( n \geq l \) we have
\[
\Psi(k)(z) = \varphi_{k_1} \circ \varphi_{k_2} \circ \cdots \circ \varphi_{k_n}(id)(z)
\]
for every \( z \in S_l \). Since \( \varphi_{k_1} \circ \varphi_{k_2} \circ \cdots \circ \varphi_{k_n}(id) \) is strictly increasing on \( S_l \) for every \( l \in \mathbb{N} \) it follows that \( \Psi(k) \) is strictly increasing on \( S := \bigcup_{l=1}^\infty S_l \) implying that \( \Psi(k) \) is strictly increasing on \([0, 1]\) since \( S \) is dense in \([0, 1]\).

(S4) Let \( \Lambda_m \) denote the set of all \( x \in [0, 1] \) for which there is a unique \( k \in \Sigma_m \) such that
\[
x = \lim_{n \to \infty} g_{k_1} \circ g_{k_2} \circ \cdots \circ g_{k_n}(1).
\]
Then \( \Lambda_m^c \) is countable. Considering that for every \( x \in \Lambda_m \) with address \( k \in \Lambda_m \) we have
\[
K(x, [0, y]) := \lim_{n \to \infty} K_{\mathcal{V}^\Pi}(x, [0, y]) = \lim_{n \to \infty} \mathcal{V}^\Pi F_{g_{k_1} \circ \cdots \circ g_{k_n}(1)}(y) = \Psi(k)(y),
\]
it follows in the same way as before that \( K(\cdot, \cdot) \) is (a version of) the Markov kernel \( K_{\Lambda^*_T}(\cdot, \cdot) \). Using Proposition 10 therefore completes the proof. \( \blacksquare \)

**Corollary 14.** Suppose that \( T \in \bar{T} \) and that \( T' \in \mathcal{M}_T \) has at least two different entries. Then \( \mu^*_T, \mu^*_T, \lambda_2 \perp \mu^*_T, \lambda_2 \perp \mu^*_T \). Furthermore we can find a set \( \Lambda \in \mathcal{B}([0, 1]) \) with \( \lambda(\Lambda) = 1 \) such that for every \( x \in \Lambda \) we have
\[
K_{\Lambda^*_T}(x, \cdot) \perp K_{\Lambda^*_T'}(x, \cdot) \quad \text{and the conditional distribution functions } F_{x}^{\Lambda^*_T}, F_{x}^{\Lambda^*_T'} \quad \text{are continuous, strictly increasing with derivative zero } \lambda\text{-almost everywhere.}
5. Uniform convergence of empirical copulas induced by orbits of a special Markov process to singular copulas

It is well known that the empirical copula $E'_n$ for i.i.d. data $((x_i, y_i))_{i=1}^n$ from $A \in \mathcal{C}$ is a strongly consistent estimator of $A$ w.r.t. $d_\infty$. In fact, according to [20, 28], we even have

$$d_\infty(E'_n, A) = O\left(\sqrt{\frac{\log \log n}{n}}\right)$$

almost surely for $n \to \infty$. The purpose of this section is to show that the empirical copula based on (non i.i.d.) samples of the so-called chaos game (a Markov process defined subsequently) induced by IFSP coming from transformation matrices $T \in \mathcal{T}$ is a strongly consistent estimator of $A_T^*$ w.r.t. $d_\infty$ too. We start with an extension of the notion of empirical copula to the case of arbitrary samples $((x_i, y_i))_{i=1}^n$ for which not necessarily all $x_i$ or all $y_i$ are different. Consider a finite sample $((x_i, y_i))_{i=1}^n \in \mathbb{R}^2$ and define the empirical distribution function (ecdf, for short) $H_n$ and the marginal empirical distribution functions $F_n, G_n$ in the usual way, i.e.

$$H_n(x, y) = \frac{1}{n} \sum_{i=1}^n 1_{(-\infty, x] \times (-\infty, y]}(x_i, y_i)$$

as well as

$$F_n(x) = \frac{1}{n} \sum_{i=1}^n 1_{(-\infty, x]}(x_i), \quad G_n(y) = \frac{1}{n} \sum_{i=1}^n 1_{(-\infty, y]}(y_i).$$

Then the function $E_n : \text{Rg}(F_n) \times \text{Rg}(G_n) \to [0, 1]$, defined on the range of $(F_n, G_n)$ by

$$E_n(F_n(x), G_n(y)) = H_n(x, y)$$

(28)

is easily seen to be a subcopula that can be extended to a copula $E'_n$ via bilinear interpolation (see [25] as well as [3, 7] for other possible extensions). Note that bilinear interpolation yields a checkerboard copula (see [23]), i.e. the corresponding doubly stochastic measure $\mu'_n$ is absolutely continuous and its density is constant on each of the rectangles induced by the grid $\text{Rg}(F_n) \times \text{Rg}(G_n)$. In the sequel we will refer to $E'_n$ as empirical copula (ecop for short) of the sample $((x_i, y_i))_{i=1}^n$. Figure 5 shows the empirical copula $E'_8$ and the mass distribution of $\mu'_8$ for a (non i.i.d.) sample of size eight.
We now recall the definition of the chaos game for the specific case of IFSPs coming from transformation matrices and then prove the afore-mentioned consistency result. Suppose that $T \in \mathcal{T}$ and let $\{[0, 1]^2, (w_i)_{i=1}^N, (p_i)_{i=1}^N\}$ denote the induced IFSP and $P_T$ the probability measure on $\mathcal{B}(\Sigma_N)$ defined according to equation (9). Fix a point $(x_0, y_0) \in [0, 1]^2$ (not necessarily an element of $Z_T^*$) and define a $[0, 1]^2$-valued Markov process $(Y_n^{(x_0, y_0)})_{n \in \mathbb{N}}$ on $(\Sigma_N, \mathcal{B}(\Sigma_N), P_T)$ by setting

$$Y_n^{(x_0, y_0)}(k) := w_{k_n} \circ w_{k_{n-1}} \circ \cdots \circ w_{k_1}(x_0, y_0)$$

for every $n \in \mathbb{N}$. In other words, the (one-step) transition probabilities $H(\cdot, \cdot)$ of the process are given by (see [15])

$$H((x, y), B) = \sum_{j=1}^N p_j 1_B(w_j(x, y)).$$

for all $(x, y) \in [0, 1]^2$ and $B \in \mathcal{B}([0, 1]^2)$. The Markov process $(Y_n^{(x_0, y_0)})_{n \in \mathbb{N}}$ will be called chaos game starting at $(x_0, y_0)$ (see [6, 15, 24]). According to Elton’s ergodic theorem (see [15, 24]) it follows that for $P_T$-almost all $k \in \Sigma_N$ the empirical measure $\vartheta_n$ converges weakly to the invariant measure $\mu_T$, i.e.

$$\vartheta_n := \frac{1}{n} \sum_{i=1}^n \delta_{Y_i^{(x_0, y_0)}}(k) \rightarrow \mu_T$$ weakly for $n \rightarrow \infty.$

Figure 5: ecop and mass distribution for a sample of size eight (the black lines in the left plot depict the 0.1, 0.2, . . . , 0.9-contour lines, the white asterisks depict the sample).
Figure 6: $E'_{500}$ and $d(x,y)$ according to Example 18 (a)

**Remark 15.** As pointed out in [24] the chaos game provides a very and simple and efficient way (random iteration of functions) to approximate the invariant measure of an IFSP also in the general setting.

As direct consequence of (30) we get that the empirical distribution function $H_n$ of the sample $Y_1^{(x_0,y_0)}(k), Y_2^{(x_0,y_0)}(k), \ldots, Y_n^{(x_0,y_0)}(k)$ converges pointwise to the copula $A^*_T$ for $P_T$-almost all $k \in \Sigma_N$. Having this we can prove the following result:

**Theorem 16.** Suppose that $T \in \mathcal{T}$, let $\{[0,1]^2, (w_i)_{i=1}^N, (p_i)_{i=1}^N\}$ denote the corresponding IFSP and fix $(x_0, y_0) \in [0,1]^2$. Then there exists a set $\Lambda \subseteq \Sigma_N$ with $P_T(\Lambda) = 1$ such that for every $k \in \Lambda$ the sequence $(E'_n)_{n \in \mathbb{N}}$ of empirical copulas of the sample $Y_1^{(x_0,y_0)}(k), Y_2^{(x_0,y_0)}(k), \ldots, Y_n^{(x_0,y_0)}(k)$ fulfills

$$\lim_{n \to \infty} d_\infty(E'_n, A^*_T) = 0.$$  

In other words: with probability one the empirical copula converges uniformly to the copula $A^*_T$.

**Proof:** Define $\Lambda \subseteq \Sigma_N$ as the set of all $k$ fulfilling Equation (30), then Elton’s ergodic theorem (see [15]) implies $P_T(\Lambda) = 1$. As at the beginning of this section let $H_n, F_n, G_n$ denote the empirical distribution functions of the sample $Y_1^{(x_0,y_0)}(k), Y_2^{(x_0,y_0)}(k), \ldots, Y_n^{(x_0,y_0)}(k)$ for every $n \in \mathbb{N}$.  

21
Equation (30) implies \( \lim_{n \to \infty} H_n(x, y) = A^{T}(x, y) \) for all \( x, y \in [0, 1] \). Fix \((x, y) \in [0, 1]^2 \). Then, using \( H_n(x, y) = E'_n(F_n(x), G_n(y)) \) and setting \( R_n := \left| E'_n(F_n(x), G_n(y)) - A^{T}(x, y) \right| \) we have \( \lim_{n \to \infty} R_n = 0 \) and it follows that

\[
\left| E'_n(F_n(x), G_n(y)) - E'_n(x, y) \right| \leq R_n \to 0
\]

for \( n \to \infty \). Taking into account that (30) also implies

\[
\limsup_{n \to \infty} \left| E'_n(F_n(x), G_n(y)) - E'_n(x, y) \right| \leq \limsup_{n \to \infty} (|F_n(x) - x| + |G_n(y) - y|) = 0
\]

altogether we get \( \lim_{n \to \infty} E'_n(x, y) = A^{T}(x, y) \). Since \((x, y) \in [0, 1]^2 \) was arbitrary and in \( \mathcal{C} \) pointwise and uniform convergence are equivalent the proof is complete.

Remark 17. It is straightforward to verify that we do not have convergence of \( E'_n \) to \( A^{T} \) w.r.t. \( D_1 \) if \( T \) has at least one column with two non-zero entries.

We conclude the paper with the following example:

Example 18. (a) Consider again the transformation matrix \( T_1 \) from Example 6. In this case the invariant copula \( A^{T} \) is self-similar, singular and has full support. Figure 6 depicts \( E'_{500} \) for an Orbit \((Y^{(1,1)}(k))_{k \in \mathbb{N}}\) as well as the

Figure 7: Image plot of the (natural) logarithm of the density of \( V^{5}_{T_4}(II) \) (left) as well as image plot of the copula \( V^{5}_{T_4}(II) \) (right), \( T_4 \) from Example 18 (b).
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Figure 7: Image plot of the (natural) logarithm of the density of \( V^{5}_{T_4}(II) \) (left) as well as image plot of the copula \( V^{5}_{T_4}(II) \) (right), \( T_4 \) from Example 18 (b).
function $d(x, y) := |E'_{500}(x, y) - A_{T_1}^*(x, y)|$ on an equidistant grid of $101 \times 101$ points.

(b) Consider the transformation matrix $T_4$, defined by

$$T_4 = \begin{pmatrix}
  1/4 & 0 & 0 \\
  0 & 1/4 & 0 \\
  1/4 & 0 & 1/4
\end{pmatrix}.$$

In this case the invariant copula $A_{T_4}^*$ is not self-similar. Figure 7 depicts the (natural) logarithm of the density of $V_{T_4}^{5}(\Pi)$ as well as $V_{T_4}^{5}(\Pi)$. Figure 8 shows $E'_{500}$ for an Orbit $(Y_{T_4}^{(k)}(k))_{k \in \mathbb{N}}$ as well as the function $d(x, y) := |E'_{500}(x, y) - A_{T_4}^*(x, y)|$ on an equidistant grid of $101 \times 101$ points.
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